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Boundary Conditions

● First data run – March 2012

● Analysis validation test

● Data quality monitoring tests

● First data processed from real DAQ through full chain

● Test data access tools

● Raw and Processed data onto file server 

● Get first processed data out from all systems

● Get simulated raw data into lcsim

● Define event data model
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● Event data modelEvent data model
– What will the data look like?What will the data look like?

● EVIO doesn't care, it isEVIO doesn't care, it is
currently used ase carrierscurrently used ase carriers
of globally labeled blocksof globally labeled blocks
of dataof data

● EVIO/LCIO conversion/validationEVIO/LCIO conversion/validation
– Must have simulated EVIO sample with a well Must have simulated EVIO sample with a well 

defined data modeldefined data model

● Coordinate conversionCoordinate conversion
– Make life easy … don't inforce a choiceMake life easy … don't inforce a choice

●

SVT
EVIO  RAW 

DATA 
BLOCK

What goes 
here?

ECAL
EVIO  RAW 

DATA 
BLOCK

What goes 
here?
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OFFLINE
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conditions...

MONITOR-
ING

See Ebrahim's talk
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● Full costing for all online/offline needs:
– Online farm

– Storage

– For the test run the needs should be small, but 
clearly there are possible surprises as we 
learned this week

– Do we have all needed ressources at the 
various sites?
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Simulation Tasks
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Simulation Tasks
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Geometry Tasks
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Digitization Tasks
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Reconstruction Tasks
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Reconstruction Tasks continued
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Monitoring Tasks
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Calibration/Constants/Analysis 
Tasks
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HPS Test Run Questions that still need to be answered to 
plan  for ressource needs

● How many events will be needed to satisfactorily meet these 
goals?

● Where will the data be stored?
– Raw (just at JLAB?)

– Processed/simulated data
● JLAB (recon only?)
● UNH and SLAC (both?)

● How will it be accessed?
– xrootd at SLAC? (note: independent of file format)

● Are there any significant simulation productions needed with 
these studies?
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Starting to make an Itinerary

!!!This is just a first attempt and needs many more details and refinements!!!!!!This is just a first attempt and needs many more details and refinements!!!
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Accounts

● At SLAC the 'hp' computing group is now 
real:
[noric02] ~ $ ls -lrtd /u/hp
drwxr-xr-x 2 bin sys 2048 May 13 15:29 /u/hp

● New accounts at SLAC for HPS should be 
requested through the czar. I'm the czar and 
normally we should have a backup czar.

●
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